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Abstract 

The atmospheric boundary layer (ABL) is the lowest part of the atmosphere 

directly impacted by the earth's surface. ABL simulation is essential for 

predicting wind load, pollutant dispersion, and wind capacity over a terrain. 

ABL can be modeled using the computational fluid dynamics (CFD) tool. 

Maintaining horizontal homogeneity is critical for a more accurate ABL 

simulation. Researchers have proposed various boundary conditions for 

obtaining homogeneously homogeneous ABL. This study investigates 

pressure-driven boundary conditions for the atmospheric boundary layer 

over a laboratory-scale two-dimensional (2D) hill. For complex terrains, such 

as a 2D hill, the numerical analysis of pressure-driven flow has not yet been 

considered. The validation was done using the experimental results from the 

ERCOFTAC 69 case, namely a simplified 2D hill. The results are also 

compared with the shear-driven boundary conditions. The results of 

simulations of ABL employing pressure-driven boundary conditions using 

different turbulence models have also been compiled. From MAPE analysis, 

it is found that the results of ABL simulation using pressure-driven boundary 

conditions produced lower MAPE values, resulting in superior outcomes 

compared to the shear-driven boundary conditions.  
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1.  Introduction 

The lowest portion of the troposphere immediately affected by the presence of the earth's surface is known as the 

atmospheric boundary layer (ABL). The surface of the earth directly influences the behavior of ABL. Simulation of 

ABL is very much required for various studies like assessing wind load [1], estimating pollution dispersion, calculating 

wind load over a particular terrain, etc. ABL simulation is generally carried out experimentally inside a wind tunnel 

test section or numerically using computational fluid dynamic (CFD) tools. The wind tunnels which is used for ABL 

simulation are called atmospheric boundary layer wind tunnels. Since it requires a very long test section, the 

experimental simulation requires a very big space for installation. As a result, it takes a lot of time and is not very 

economical. Numerical studies of atmospheric flows have received much attention since computers have been utilized 

to handle complicated numerical problems [2-6]. The effects of boundary layers on various surfaces are of considerable 

interest to many researchers [7], and the interest in ABL is also evident. CFD analysis of ABL helps to study the spread 

of pollutants, risk assessment, optimal placing of wind farm sites, and microclimate studies. Recent years have seen a 

lot of effort focused on the development of novel structures, technologies, systems, and energies [8-40]. 
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The turbulence models,  large-eddy simulations (LES), or Reynolds-averaged Navier-Stokes (RANS) equations 

can be used to simulate ABL flows numerically. Since the LES simulation is costly and time-consuming, realistic 

ABL flows modeling is still widely solved using RANS equations [41, 42]. The influences of roughness on ABL flows 

are commonly modeled in RANS simulations using wall functions based on sand grain height [43], which relies on 

flow measurements conducted in rough, circular pipes covered with sand [44]. The impact of buoyancy [45, 46] and 

the Coriolis force can be disregarded when simulating ABL close to the surface. Neutral ABL simulation can be used 

to represent simulation that takes place close to the surface. 

A neutral ABL is referred to as horizontally homogeneous (HHABL) if there is no streamwise variation in fluid 

flow properties. The HHABL flows are widely simulated using the velocity, turbulence dissipation rate, and turbulence 

kinetic energy profiles proposed by Richards and Hoxey [47]. In HHABL flows, the profiles of the parameters must 

be the same at the inlet and outlet. However, because Richards and Hoxey propose a constant value inlet profile for 

turbulence kinetic energy (k),  in contrast to wind-tunnel results, this modeling technique may result in a poor 

replication of the ABL. Another inconsistency found in the profile suggested by  Richards and Hoxey is the conflict 

between the fully developed ABL inlet profile and rough wall functions [48-50]. These concerns were resolved by 

Yang et al. [51], who introduced a new set of inflow conditions in which the turbulence kinetic energy profile is a 

function of the domain height. Both of these inflow conditions are shear-driven boundary conditions. The top wall of 

the domain will be supplied with constant shear stress in both cases. Many other researchers also come up with inflow 

conditions consistent with the turbulence model [52-54]. Richards and Norris derived the boundary conditions for an 

equilibrium pressure-driven flow using all RANS turbulence models [55]. Several recommendations have been 

provided by Richards and Norris related to the choice and implementation of experimental data as boundary conditions 

for the simulation of ABL[56].  

In this paper, the numerical study of ABL flow employing pressure-driven and shear-driven boundary conditions 

has been conducted over a laboratory-scale two-dimensional hill. The boundary conditions proposed by Richards and 

Hoxey, Yang et al., and Richards and Norris were used for the analysis. For complex terrains, such as a 2D hill, the 

numerical analysis of pressure-driven flow has not yet been considered. Hence, this study is highly innovative, which 

inspired us to undertake this analysis. Furthermore, there hasn't yet been a comparative analysis of boundary 

conditions for pressure-driven and shear-driven boundary layers for any terrain. The numerical analysis has been 

carried out using the open-source CFD tool OpenFOAM [57]. Many researchers have recently expressed an interest 

in working with OpenFOAM [58-60]. A comparative study of different RANS turbulence models was also carried out 

using the boundary condition suggested by Richards and Norris. 

2.  Background 

The horizontal homogeneity of the ABL profile throughout the computational domain is one of the key parameters 

affecting the consistency of CFD simulations of ABL [61].. The inflow conditions have a great role in maintaining 

horizontal homogeneity. The boundary conditions employed in this paper are discussed in the following subsections 

2.1.  Inlet profiles proposed by Richards and Hoxey (1993) 

Richards and Hoxey (1993) developed one of the most often used inflow boundary conditions for neutral ABL. 

Based on the logarithmic law profile, they presented the inflow boundary conditions for mean velocity ( U ), 

turbulence kinetic energy ( RHk ), and turbulence dissipation rate ( ), as indicated by Eqs. (1)–(3) respectively 
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The above-mentioned inflow boundary conditions will satisfy the model only if the turbulent Prandtl number,

of the dissipation rate is represented as Eq. (4). 
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where, U , , k   are the inlet mean velocity, turbulence dissipation rate, and turbulence kinetic energy, 

respectively;    is the Von Karman constant, u is the frictional velocity, 0z is the aerodynamic roughness length, 
1C

2C and c are the turbulence model parameters. 

2.2. Inlet profiles proposed by Yang et al. (2009) 

Yang et al. [2009] proposed a more realistic boundary condition for turbulent kinetic energy Eq. (5). In contrast to 

Richards and Hoxey's constant turbulence kinetic energy profile, the profile suggested by Yangs et al. varies with 

height, which is compatible with experimental observations. Apart from the new turbulence kinetic energy profile, 

Yang et al. used the same profile for the mean velocity profile and turbulence dissipation rate given in Eq. (1) and 

Eq.(3), respectively. 

( )1 0 2 lnYANG y yk C z z C= + +         (5) 

where, 1yC  and 2 yC are model constants obtained from fitting the profile to the experimental data. 

2.3. Inlet profiles proposed by Richards and Norris (2015) 

According to Richard and Norris (2015), the atmospheric flow is primarily controlled by pressure drop when there 

is no definite shear stress at the domain's top, which might result in significant streamwise non - uniformity. 

Streamwise homogeneity for the mean velocity and turbulent quantities are ensured by Richards and Norris's inlet 

profiles for the stable pressure-driven boundary layer, including the decaying of turbulent kinetic energy with domain 

height. They have proposed the profiles for both    k and k − −  turbulence models. The expressions for the mean 

velocity profile ( )RNU , turbulence kinetic energy profile ( )RNk , and turbulence dissipation rate ( )RN    proposed 

by Richards and Norris are shown in Eqs. (6)-(8). 
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where 1 2 3,  , u u uC C C  and 4uC  are the polynomial coefficients used to calculate velocity, and their values for the   

 k − turbulence model are 0.528, 0.385, -1.090, and 0.243, respectively. 1 2 3,  , k k kC C C   and 4kC  are the 

polynomial constants used for calculating turbulence kinetic energy, whose values are 0.921, 3.533, -1.926, and 0.805, 

respectively.  

3. Numerical Modelling  

All OpenFOAM simulations in this analysis were performed with the SimpleFoam solver, a steady-state, 

incompressible solver. The Gaussian integration was employed with various interpolation strategies for the spatial 

discretization of differential operators. 2nd order upwind interpolation for divergence terms, 2nd order linear 

interpolation for gradient terms, and 2nd order linear interpolation with explicit non-orthogonal correction for 

Laplacian terms was used. For pressure, the preconditioned conjugate gradient solver was used with a simplified 

diagonal-based incomplete Cholesky preconditioner, while for velocity and turbulence, its bi-conjugate variant was 

used with an incomplete LU preconditioner. For pressure-velocity coupling, the SIMPLE technique was utilized. The 

relaxation parameters were set to 0.3 for pressure and 0.7 for the other prognostic variables as a default. A convergence 

tolerance of 108 is given for all the parameters 

3.1. Domain details 

The model problem used was the same as that given by ERCOFTAC 69 case [62], namely a simplified 2D hill.  

 
Figure 1: (a) Domain details of the 2D hill; (b) mesh details of the domain 

The schematic of the domain and the mesh details are shown in Figure. 1. The computational domain (Figure.1 

(a)) is symmetrical to the hill axis, and it measures 80h x 13.7h (where 'h' is the height of the hill). The height of the 

hill (h) has been taken as 0.117m corresponds to ERCOFTAC 69 case. Three different types of hills are taken for the 

analysis based on the hill's aspect ratio (a/h). The hill with aspect ratios 3, 5, and 8 are named 3H Hill, 5H Hill, and 

8H Hill, respectively. The shape of the hills was obtained using  Eq. (9) and Eq. (10). 
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where 
2 1  m n n= + + is the shape parameter and  

h
n

a
=  is the average slope. Block structured meshes are 

prepared by applying four different mesh resolutions using (460 ∗ 50), (350 ∗ 50), (170 ∗ 50),  and (85 ∗ 50) cells. 
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The grid independence study is also conducted using the four grids mentioned above. 

Table 1: Values of parameters used for simulating different hills 

Type of hill u  (m/s) 0z  

3H 0.2053 0.0004972 

5H 0.1988 0.0003576 

8H 0.1829 0.0001586 

 

3.2. Boundary Condition  

The inlet boundary conditions are based on the RH, YANG, and RN model's boundary conditions. Shear-driven 

boundary conditions are provided by the RH and YANG models, while pressure-driven boundary conditions are 

provided by the RN model. In the first two cases, the top wall has fixed shear stress, while the top wall has a no-slip 

boundary condition in the third case. Table 1 shows aerodynamic roughness length 0( ) z and friction velocity U  for 

various hills. 

3.3. Grid Independence study  

A grid-independent analysis was performed with four different types of grids (Type I, Type II, Type III, and Type 

IV) and are investigated and analyzed using RN inlet conditions. Table 2 lists the mesh arrangements in detail. Type 

I has a very coarse mesh, while Type IV has the finest mesh in the table 

Table 1:Details of the meshes used for the grid independence study 

Type of Mesh Grid Arrangement Total number of 

cells 

Type I 85 ∗ 50 3400 

Type II 170 ∗ 50 8500 

Type III 350 ∗ 50 16000 

Type IV 460 ∗ 50 23000 

 

Figure 2 shows numerical results of the simulation on all four meshes are quite close. Figure. 2 shows the results 

closer to the surface, where the derivations are more visible. As seen from the Figure, the results of Type I and Type 

II are inferior to Type III and Type IV, which have finer mesh configurations. When using Type III and Type IV 

configurations, the results obtained only very little difference. As a result, the Type III mesh arrangement was chosen 

for all the cases to reduce calculation time and speed up the computation. 

 
Figure 2: Turbulence kinetic energy profile for various grids used for grid independence near the surface 
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4. Results and Discussion  

4.1. Comparative analysis of boundary conditions for pressure-driven and shear-driven boundary layers 

The mean velocity profile obtained above the hill summit using various inlet boundary conditions for hills with 

different aspect ratios is shown in Figure 3. Although the outcomes of velocity for the 3H Hill do not match precisely 

with the experimental data in the case of the RH and YANG models, the RN model delivers excellent results.   In the 

case of the RH model, the results differ slightly from the experimental value towards the top and significantly near 

the hill summit. The YANG model produced similar results, but the deviation towards the top of the hill is more 

pronounced. Similar findings are found in the case of 5H Hills, with the RN model outperforming the other models. 

However, when it comes to 5H Hill, the deviation from the experimental data for RH and YANG models is slightly 

lower than when it comes to 3H Hill. When compared to the results from hills with a low aspect ratio, the results for 

8H are vastly improved for all models. In the instance of 8H Hill, the results are getting closer to the experimental 

value for all models. Based on the findings, it can be concluded that better simulation results are obtained when the 

aspect ratio increases. 

Figure 4(a) shows the turbulent kinetic energy profile obtained by using different types of inlet boundary 

conditions in the case of 3H Hill. Figure 4(a) shows that the turbulent kinetic energy obtained at the hill's summit 

using the RH inlet condition differs significantly from the experimental data. When the distance from the hill is greater 

than 0.1 m, a significant difference can be seen.  
 

 

 

 

Figure 3: Mean velocity profile above the hill summit using RH model, YANG model, and RN model for (a) 3H Hill, (b) 5H Hill, (c) 8H 

Hill 
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Figure 4: Turbulence kinetic energy profile above the hill summit using RH model, YANG model, and RN model for (a) 3H Hill; (b) 5H 

Hill;   (c) 8H Hill 

Using the YANG inlet condition, we can see that the experimental and simulation data differ even more, with the 

simulation data crossing over the experimental data at the height of 0.15m above the surface. It can also be noticed in 

the Figure that the profiles become highly different as you get closer to the surface. The experimental and simulation 

results of turbulence kinetic energy profiles get near when we use the RN profile. As seen in the Figure, the value of 

simulation results approaches the experimental data at the top and at the surface. While considering all of the results 

from 3H Hill, It can be seen that the simulation results are not particularly near the experimental value. Still, as 

compared to other models, the results produced using RN inlet conditions are closer to experimental. 

Although the results from 5H Hill employing the RH inlet condition are superior to those from 3H Hill, there is 

some variation as we go above the hills from around 0.1m (Figure 4. (b) RH). Compared to 3H Hill, the results 

obtained using the YANG inlet conditions were substantially more satisfactory. Compared to the results obtained in 

3H Hill, the YANG model significantly improves both close and far from the surface. In the case of the RN model, 

the generated results are quite similar to the experimental data 

In the context of 8H Hill, all of the models show encouraging results. The simulation results and experimental data 

in Figure 4 (c) are pretty close for all models. Regarding 8H Hills, the RH model shows significant improvement 

(Figure4. (c) RH). The YANG model produces excellent results compared to other hills with a lower aspect ratio 

(Figure4. (c) YANG). The RN model outperforms the others in simulation outcomes, and its prediction is practically 

identical to the experimental data. As shown in the Figure, the simulation results in all models improve dramatically 

whenever the aspect ratio is increased. However, the RN model produces better outcomes even when the aspect ratio 

is low compared to others. 
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Figure 5: MAPE analysis of mean velocity and turbulence kinetic energy for various models 

The Mean Absolute Percentage Error (MAPE), or simply the percentage difference between two data sets, has been 

calculated between the inlet and outlet simulation data. The  MAPE values for mean velocity (U), turbulence kinetic 

energy (k), and turbulence dissipation rate (ϵ) for different models are shown in Figure 5. MAPE value is estimated 

using Eq. (11).  
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where, ,   i oA A  are the experimental and simulation value for various parameters (velocity, turbulence kinetic 

energy, and turbulence dissipation rate) 

Compared to other hills, Hills with an aspect ratio of 3 have a comparatively high MAPE value, as shown in Figure 

5. The MAPE value is very high for turbulent kinetic energy when compared to velocity. The MAPE value for 

turbulent kinetic energy steadily reduces as the aspect ratio of the hill increases when results are obtained using RH 

inlet conditions. YANG model produces outcomes that are comparable to those of the RH model. When it comes to 

the YANG model, velocity has similar results to those of turbulent kinetic energy. It is seen from the results that the 

higher the hill's aspect ratio, the lower the MAPE value. Figure 5 shows that the RN model results have the lowest 

MAPE value of all the models in both turbulent kinetic energy and velocity cases. As the aspect ratio of the hill 

increases, the MAPE value gradually decreases, similar to other models. From Figure.5, it is evident that the results 

produced using the RN model outperform the results obtained using other models in both the turbulent kinetic energy 

and velocity cases. 

 

Table 3: Values of polynomial coefficients for RN model 
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Figure 6: Mean velocity profile and turbulence kinetic energy profile above the hill summit using 𝒌 − 𝝐 turbulence model with RN model 

for (a) 3H Hill, (b) 5H Hill, (c) 8H Hill 

 

 

 
 

 

 
Figure 7: Mean velocity profile and turbulence kinetic energy profile above the hill summit using 𝒌 − 𝝎 turbulence model with RN 

model for (a) 3H Hill, (b) 5H Hill, (c) 8H Hill 
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Figure 8: Mean velocity profile and turbulence kinetic energy profile above the hill summit using SST k-ω turbulence model with RN 

model for (a) 3H Hill, (b) 5H Hill, (c) 8H Hill 

4.2. Comparative analysis of turbulence models using boundary conditions for pressure-driven boundary layer 

Based on the above observations, the RN model produces superior results for ABL simulation over a 2D hill 

compared to other models that are taken for the comparative analysis. All three RANS turbulence models 

( ,    k k − −  and SST k −  turbulence models) were used to further analyze the RN model's effectiveness 

(pressure-driven boundary condition) in simulating ABL flow over a 2D hill. The boundary conditions used are given 

in Eq (6)-(8). The values of polynomial coefficients for the equations are shown in Table 3. The polynomial 

coefficients are taken based on the recommendation of Richard and Norris. For each turbulence model, the values of 

each coefficient are different. 

Figure 6 shows the results obtained for 3H Hill using various turbulence models and the RN model as the inlet 

condition. The k −  model provides extremely good results in the case of velocity; however, as seen in Figure 6 (a), 

the results for turbulent kinetic energy do not match experimental data, both near and far from the hill summit. In both 

velocity and turbulence kinetic energy, the k −  model results are superior to those obtained using the k −  model. 

Similar results are seen for the SST k −  model. Both the k −  and SST k −  models, in comparison to the 

k −  model, provide excellent results both near and far from the hill summit. 

Results for 5 H Hill were obtained using various turbulence models and the RN inlet condition, as shown in 

Figure.7. Compared to 3H Hill, the turbulence kinetic energy profile produced by the k −  model is improving, 

whereas the k −  model has excellent results away from the hilltop, but it has erroneous results near the hill summit. 

Similar tendencies can be seen in the SST k −  model. 

Figure 8 shows that the results of the turbulence kinetic energy, as well as the velocity profile for the turbulence 

model, have improved in the case of 8H Hill. The results of k −  model turbulence kinetic energy profile was found 

to be deteriorating when approaching the hill summit. However, when it comes to outcomes near the summit of the 

hill, it is likewise inferior to the k −  model. Based on the findings, it can be concluded that as the hill's aspect ratio 

improves, more significant results are achieved. For hills with a low aspect ratio, the k −  turbulence model 

performs better, whereas the k −  turbulence model performs better at the summit. 

The MAPE analysis of data acquired using various turbulence models while employing the RN model as the inlet 

boundary condition is shown in Figure 9. As can be observed in the Figure, as the value of the hill's aspect ratio 

increases, the value of MAPE decreases, similar to the previous MAPE analysis. Although the results for turbulent 

kinetic energy are nearly the same for the k −  and k −  and SST k −  models, the k −  model produces 

better velocity profile results. Based on the MAPE analysis, it can be concluded that the k −  model may be 

employed for simulation to obtain better results than other models. 
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Figure 9: MAPE analysis of mean velocity and turbulence kinetic energy for various turbulence models using with RN model 

5. Advantages and limitations of pressure-driven boundary conditions 

For ABL simulation, pressure-driven boundary conditions have many advantages over shear-driven boundary 

conditions; notable among them was the ease of implementation and the high level of consistency of the result with 

experimental data. Although producing better results than other models, ABL simulation based on the pressure-driven 

boundary condition model is found to be insufficient for separated regions. Additional research can be done using the 

Building Influence Area (BIA) technique to get around this restriction. 

6. Conclusion 

 

• ABL Simulation has been done over a laboratory-scale 2D hill using boundary conditions for shear-driven 

(RH and YANG models) and pressure-driven (RN model) boundary layers  

• The results revealed that the simulation over hills with a higher aspect ratio produces better results. 

• It was observed that RN boundary conditions perform better than the other two boundary conditions for 

the flow over a two-dimensional hill. 

• A MAPE analysis was also performed for result analysis, and the RN model simulation produced lower 

MAPE values, resulting in superior results.  

• The analysis shows that superior results are obtained while employing the SST k −   turbulence model 

with the RN model compared to other turbulence models.  

• Despite producing better results than other models, the RN model is found to be inadequate for separated 

regions. Further analysis can be done by incorporating Building Influence Area (BIA) technique to 

mitigate this limitation. 
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